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Algoritmisk 
beslutnings
tagning

En beslutningstager overlader en 
beslutning til en algoritmes 
output





IDx-DR

• A doctor uploads the digital images of the patient’s retinas to a cloud 
server on which IDx-DR software is installed. 

• If the images are of sufficient quality, the software provides the 
doctor with one of two results: 

(1) “more than mild diabetic retinopathy detected: refer to an eye care 
professional” or 
(2) “negative for more than mild diabetic retinopathy; rescreen in 12 
months.”

https://www.fda.gov/news-events/press-announcements/fda-permits-marketing-artificial-
intelligence-based-device-detect-certain-diabetes-related-eye
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“We can train a model, and it can even 
give us the right answer. But we can’t 
just tell the doctor “my neural network 
says this patient has cancer!” 
The doctor just won’t accept that! 
They want to know why the neural 
network says what it says. They want 
an explanation. They need 
interpretable models.” 



• Findings 
• There was no significant 

improvement in recognition of 
out-of-hospital cardiac arrest 
during calls on which the model 
alerted dispatchers vs those on 
which it did not

• The machine learning model had 
higher sensitivity than dispatchers 
alone. 
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Forskellige mål for algoritme performance og 
definitioner af algoritmisk fairness
Eksempelvis: 
Samme TP rate for relevante grupper
Samme TN rate for relevante grupper
Samme TP & TN for relevante grupper



Der kan være stor forskel i fejlrater for forskellige
befolkningsgrupper

Det kan resultere i store forskelle i adgang til
sundhedsydelser

“Hvem har det største behov?”



• 2,436 out of 106,950 images within 21 
databases had skin type recorded. 

• Of these, only 10 images were from 
people recorded as having brown skin and 
one was from an individual recorded as 
having dark brown or black skin.

• No images were from individuals with an 
African, African-Caribbean or South Asian 
background.

• Coupled with the geographical origins of 
datasets, there was massive under-
representation of skin lesion images from 
darker-skinned populations.”



• At a given risk score, Black patients are 
considerably sicker than White patients, as 
evidenced by signs of uncontrolled illnesses.

• The bias arises because the algorithm predict  
health care costs rather than illness

• Choice of convenient, seemingly effective 
proxies for ground truth can be an important 
source of algorithmic bias.

• Remedying this disparity would increase the 
percentage of Black patients receiving 
additional help from 17.7 to 46.5%. 



• Hvem har ansvaret for algoritmiske
beslutninger?
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Tak for opmærksomheden…
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